
TRENDS in Genetics Vol.17 No.1  January 2001

http://tig.trends.com 0168-9525/01/$ – see front matter © 2001 Elsevier Science Ltd. All rights reserved.   PII: S0168-9525(00)02157-0

23Opinion

Because DNA is the stuff of genes, it is natural to
think that more complex organisms would require
more genes and thus have more DNA. Paradoxically,
however, even the initial observations1 showed that
many apparently simple organisms could have over a
thousand times more DNA than presumably more
complex multicellular organisms. It is difficult to see
why some amoebas would need 200 times more DNA
than humans2, or why lillies would need over 200
times more DNA than rice.

Research into these differences soon revealed that
in many organisms much of the DNA is noncoding and
often repetitive3. This provided a solution to the
original paradox in that it showed that apparently
simple organisms probably do have fewer essential
genes than more complex organisms, even though
they sometimes have larger genomes because of larger
amounts of noncoding DNA. However, these
discoveries also generated a whole set of new
questions. Which evolutionary forces could produce
vast amounts of noncoding DNA? What is the adaptive
function, if any, of the nongenic DNA? If nongenic
DNA does not have an adaptive role, why would
natural selection tolerate the burden of extra DNA?

‘Adaptive’ versus ‘junk DNA’ theories of genome-size

evolution

Traditionally, theories of genome-size evolution
primarily attempted to solve the puzzle of the apparent
wastefulness of Nature; that is,why would many
genomes have vast amounts of extra DNA considering
the actual informational needs of the organism? There
are two broad classes of explanations.

The ‘adaptive’ theories postulate an adaptive
function for this extra DNA given that DNA
abundance, rather than its information content, can
have a direct and significant effect on phenotype4

(Box 1). For instance, a larger genome size could be

adaptive because it directly or indirectly increases
nuclear and cellular volumes4,5, helps to buffer
fluctuations in the concentration of regulatory
proteins6 or protects coding DNA from mutation7.
According to these hypotheses, the observed variation
in genome size reflects different adaptive needs or the
efficacy of natural selection in different organisms.

Alternatively the ‘junk DNA’ theories propose that
the extra DNA is indeed extra – that it is useless,
maladaptive DNA fixed by random drift and carried
passively in the chromosomes8. More recent versions
of this theory propose that the junk DNA comprises
parasitic transposable elements (TEs) (the ‘selfish’
DNA hypothesis)9,10. According to these theories,
purifying selection against the accumulation of
useless DNA is often not strong enough completely to
counteract the steady stream of DNA addition
through transposition and pseudogene formation.
The final genome size is then set at the highest
tolerable maximum which depends on the particular
ecological and developmental needs of the organism.

Evolutionary forces affecting genome size

The current dichotomy between adaptive and junk
DNA theories places the focus squarely on the
question of whether extra DNA benefits the organism.
But could there be more to it? I propose that by
focussing exclusively on the question of the function
(or lack of thereof) of extra DNA, the current debate
obscures differences between various evolutionary
explanations that might also be relevant. The easiest
way to see this is to cast the question of genome-size
evolution in terms of population genetics.

Whatever the evolutionary scenarios of genome-
size change might be, they must involve mutational
mechanisms of addition and loss of DNA. Figure 1
shows some of these mechanisms, including the
activity of TEs, spontaneous deletions and insertions,
genome duplications and many others. The genome-
size variants sometimes affect phenotype and thus
have to go through natural selection before being
fixed in the genome. It is also likely that, within a
certain range, genome-size variants could be of such
similar selective values that their ultimate fates are
determined primarily by neutral drift (Box 2).

The essential point is that changes in genome size
can occur through modulation of any evolutionary force
in Fig. 1. Certainly, changes in the strength and
direction of natural selection can do that. But also,
unless natural selection is exceptionally strong and
does not allow any genetic drift to take place,
modulation of the strength of any of the mutational
factors shown in Fig. 1 should also affect genome size.
For instance, other things being equal, an increase in
transposition rates should lead to an increase in
genome size, even though the exact magnitude of the
increase will depend on the strength of natural selection
for or against genome-size growth, and on other factors,
such as the availability of nondeleterious insertion
sites. The same applies to changes in the average rates
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of deletion or insertion or to heterochromatin shrinkage
or expansion.

The most common interpretations of both the
adaptive and the junk DNA theories pick out only a
subset of this range of possibilities, by assuming that
genome size is set at the level where natural
selection is strong enough to allow no or minimum
genetic drift of genome size to take place. Of course,
one might argue that these theories can easily
accommodate the possibility of genetic drift and of

changes in mutational patterns in different
organisms. That is true. By focusing only on the
function of extra DNA, adaptive and junk DNA
theories do not need to be explicit regarding these
issues. But this is exactly my point – by not taking a
stand on exactly which evolutionary forces produce
changes in genome size and on the relative
importance of these forces, the above theories fail to
make explicit important distinctions between
different scenarios of genome-size evolution.

I suggest that, in addition to thinking of genome-size
evolution in terms of the adaptive and junk DNA
theories, whenever possible we should also investigate
directly all of the potential evolutionary scenarios,
including all of the mutational and selective forces
potentially affecting genome size. We should then try to
estimate directly the strength of individual forces in
different organisms to see whether the modulation in
strength of the individual forces corresponds to changes
in genome size. Such an approach should not only tell us
which genetic mechanisms and selective forces affect
genome size, but also give us a quantitative sense of
their relative importance. For instance, if in a particular
group of organisms, variation in the strength of natural
selection for or against DNA addition explains 95% of
the variation in genome size, whereas variation in the
rate of transposition explains 5%, we will be able to tell
which force is more important and do it quantitatively.

In the event that natural selection proves to be the
dominant force, we would then need to determine
which of the many phenotypic correlates of genome-
size changes are selectively important. But it is
important to know that natural selection is indeed
modulating genome size before trying to find
phenotypic reasons for this selection.

Of course, different evolutionary forces can be
important in different organisms and across different
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Most evidence for the adaptive evolution
of genome size comes from the numerous
observations of correlations between
genome size and various phenotypic traits
of apparent selective significance. The
strongest positive correlation of the
genome size is with the cellular and
nuclear sizesa,b. Genome size also
correlates (among many other characters)
with:
• duration of mitosis and meiosisc

• rate of basal metabolism in mammals
and passerine birds (inversely)d,e

• minimum generation timef,g

• seed sizeg,h

• response of annual plants to CO2
(Ref. i)

• embryonic development time in
plethodontid salamandersj

• morphological complexity in the
brains of frogs and salamanders
(inversely)k.
Such correlations strongly suggest that

natural selection has had an important role
in genome-size evolution, although the
exact nature of these selective forces
remains obscure.
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Box 1. Phenotypic correlates of genome size

New mutations have a long-term evolutionary effect only to the extent
to which they become fixed in populations. The probability of fixation of a
new mutation (present in the population at the frequency of 1/2N) depends
both on the population size (N) and the selective coefficient (s) of the new
mutation and is given by the formula 2s/(1−e−4Ns). If the new mutation is
neutral (s = 0) or effectively neutral (Ns«1), its fate is governed by genetic
drift and its probability of fixation is 1/2N. The relative probability of 

fixation of a
non-neutral
versus neutral
mutation is then
4Ns/(1−e−4Ns)
(see Fig. I).

Note that
even favorable
mutations do
not necessarily
become fixed
and that
deleterious
mutations are
not always
lost.
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Box 2. Evolutionary fates of new mutations

Fig. I



time frames. It might turn out, for instance, that
different forces are important in animals versus
plants, or in long-term evolution of genome size
versus genome-size differences between closely
related species. But if we cast the net broadly enough,
in the end this approach can help bring about a robust
understanding of genome-size evolution.

Distinguishing evolutionary forces of genome-size

change

Given the multitude of genetic and population
processes involved, the main challenge of the approach
I am advocating is to find a way of distinguishing
among them and to studying them individually. 

One way to distinguish among the forces acting on
genome size is to consider the timescale over which these
forces could be effective, as different mutational
mechanisms act on very different timescales. The
activity of TEs is relatively fast, potentially amplifying
the transposable-element copy number by 20–100 copies
(~0.1–1 Mbp) in a single generation11–16. By contrast,
changes of genome size through small spontaneous
deletions and insertions are relatively slow, with, for
example, the Drosophilamelanogaster genome losing
less than a single base pair per generation17.

Of course, the evolutionary impact of these changes
depends on the probability of their becoming fixed in the

genome. If there is strong selection against increases in
genome size, even strong mutational pressure to
increase genome size would not affect the long-term
evolution of genome size. However, strong selection for
a change in genome size could substantially enhance
the impact of slow mutational mechanisms by
increasing the probability and the rate of fixation of
length variants over the neutral expectations.

The above considerations could help us restrict our
search for the mechanisms responsible for genome-size
evolution if we know the timescale of genome-size
divergence in a particular case. Specifically, we can
assert that genome-size changes between closely
related organisms must be due either to very fast
(relative to the time of species divergence) mutational
mechanisms or to natural selection. However, the long-
term genome size, established over very long periods of
time, is affected by all of the forces in Fig. 1, both fast
and slow. In the long run, slow and steady forces could
be just as powerful as the quick but sporadic ones.

Global nature of forces affecting genome size

Another way to differentiate among multiple forces
acting on genome size is to consider the scope of their
action. Some forces, such as natural selection acting on
a trait correlated with total genome size, are global in
the sense that they affect the size of all genomic
sequences, provided that these sequences are free to
vary in size and that size variation exists. For example,
if a lineage experiences an increased selection for a
shorter developmental time (and therefore for more
rapid DNA replication and cell division), then all of the
unconstrained or weakly constrained sequences should
be reduced in size. In other cases, however, a force
affecting genome size could have a more limited scope
and would only affect some genomic components and
not others: an increase in the rate of heterochromatin
shrinkage through a mechanism specific to
heterochromatic DNA should not affect the size of
euchromatin, and an expansion of satellite DNA
through a mechanism specific to satellite DNA should
not affect the size of satellite-free sequences.

Two forces clearly have the capacity to affect the
whole genome: natural selection and global
deletion–insertion biases. The activity of TEs could
also have global effects on genome size, at least in the
long run when copies of TEs can no longer be
recognized, yet continue to take up space. Other
forces, such as satellite expansion, heterochromatic
shrinkage or expansion, creation of accessory
chromosomes and so forth have a much more limited
scope of action. Polyploidization is also not expected to
increase the size of all genomic compartments, but
rather to make them more numerous.

Thus, a fundamental question in the study of
genome-size evolution is whether different genomic
components vary together in a correlated fashion.
Data of this kind are unfortunately limited. However,
a number of cytogenetic and molecular studies give us
a glimpse of a general pattern.
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Fig. 1. The forces
affecting genome-size
evolution. DNA-length
mutants are created
through a variety of
mechanisms shown at the
top, producing mutational
pressure either to expand
or contract the genome
size. Some of these
mutations affect the
phenotype and undergo
natural selection. Some
might have negligible
selective effects and are
governed primarily by
genetic drift. The
combined interplay of all
these forces affects
genome size.



The first key observations were made by
cytogeneticists who showed that genome-size
differences are scattered generally throughout (at
least) the euchromatic portion of the genome18–23.
Subsequent molecular studies support these claims.

A comparison of orthologous mammalian introns
revealed a correlation between the average size of
introns and genome size24. A comparison of 115
complete introns present in 42 homologous genes in
Drosophila virilis and D. melanogaster25 showed that
the average length of introns is larger in D. virilis than
in D. melanogaster (P value = 0.003). The mean intron
lengths for the two species were 394 and 283 bp,
respectively, a difference of 39%. Interestingly, the
size of the euchromatic genome of D. virilis exceeds
that of D. melanogaster by 36% (150 Mb versus 110
Mb)26,27. The trend of the correlated change in intron
sizes with the changes in euchromatic genome size
was confirmed by the analysis of a very large number
of introns in model organisms28,29. Note that the
change in intron length does not account for all the
changes in genome size, implying that other sequences
in the genomes grow or shrink together with introns.

Increases in genome size have also been associated
with increases in the copy number of TEs13,16,30–33,
increases in the amount of simple repeated
sequences34, the presence of large numbers of
pseudogenes35, increases in the size of inter-enhancer
spacers (C.M. Bergman, pers. commun.), and increases
in the size or abundance of microsatellites30,36. The
tentative trend emerging from these studies is that,
when genomes change in size, they do it across all
genomic components, implicating a global force as the
agent of genome-size change. This conclusion is at best
preliminary and much additional work is required
before it is firmly established.

Measuring individual forces

How can we assess the relative importance of
particular mechanisms as forces of this genome-size
change? As genome-size changes are reflected in all
genomic components, we cannot answer this question
simply by testing whether any one particular class of
sequences is amplified in large genomes or reduced in
compact ones. The action of any global force would
produce very similar long-term effects.

What we need are direct experimental studies of the
strength of the individual mechanisms of genome-size
evolution in action. The lack of viable experimental
approaches has long been an obstacle to such studies.
However, two new approaches (discussed below)33,37

have changed this, at least for some of the potential
mechanisms of genome-size change.

Long-term estimates of transposable element activity
The activity of TEs shapes much of eukaryotic
genomes and has a major impact on the evolution of
genome size. Because transposition rates are
generally higher than excision rates, TEs increase
genome size. Although one can easily envision how a

change in transposition rate could result in a change of
genome size, the difficulty is that the change in the
copy number of TEs in a genome cannot be taken as
strong evidence of a change in transposition rates;
modulation of any global genomic force would produce
the same end result. However, a recent study33,38

demonstrates a way in which it is possible to estimate
the average rate of transposition and  fixation of at
least some TEs in a predetermined genomic region.
The approach relies on contiguous sequencing of a
defined genomic region and identification of all long-
terminal repeat (LTR)-containing retrotransposable
elements in the region. The authors then use sequence
divergence of LTRs in individual elements to estimate
when their insertions into the region took place. The
mechanism of transposition of LTR retroelements
ensures that at the time of insertion the 5′ and 3′ LTRs
are identical in sequence. However, after insertion
they start evolving independently and diverging in
sequence. The extent of the divergence can then be
used to calibrate the age of each element.

SanMiguel and colleagues33,38 used this approach
in maize to obtain a remarkable result. In the 240 kb
of contiguous sequence around the adh1 gene they
found 23 copies of TEs belonging to 11 families of
retrotransposons. These 23 copies of retrotransposons
accounted for over 160 kb. Importantly, the LTR
analysis demonstrated that all elements have
transposed in the past 6 Myr, with most jumping in
the past 3 Myr. Assuming that the adh1 region is
representative of the maize genome in general (and
there is no reason to believe otherwise), this result
implies that the maize genome has grown by 50%,
from 1200 Mbp to 2400 Mbp, in the past 3 Myr.

How can we interpret these results? One
straightforward explanation is that the transposition
frequency in maize has increased substantially in the
past 3 Myr. Alternatively, it is also possible that the
fixation probability of retrotransposons has changed.
For example, natural selection against genome-size
growth might keep TEs from fixation in maize
relatives, but not in maize itself. This study did not
address this question, although in principle it can be
approached by estimating population frequencies and
ages of individual TEs in maize and its relatives (e.g.
sorghum). A higher population frequency of TEs of
similar age in maize than in sorghum would implicate
natural selection, because it would mean that in maize
each individual TE insertion has a higher chance of
persisting and ultimately being fixed than in sorghum.
Similar population frequencies of similarly aged TEs
implicate differences in transposition rate. One
complicating factor is that the more compact sorghum
genome could have fewer nondeleterious insertion sites
available for TEs than the larger genome of maize.

The use of a predefined contiguous genomic region
is essential in this study as it allows the study of the
number and ages of all elements present in the region
and extrapolation of the results to the whole genome.
However, this requirement makes it difficult to
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implement in organisms where little genomic
analysis has been done. The hope is that continuing
technological advances in cloning and sequencing will
mitigate this difficulty and allow the use of this
method in a broad array of organisms.

It will be important to see whether genome-size
differences across larger evolutionary distances than
those in the studies of SanMiguel and colleagues33,38

are also due (at least partly) to changes in TE activity.
Alternatively, it is possible that many lineages
experience transient bursts of transposition and
genome-size growth, but that over longer times most
lineages experience a similar number of bursts without
generating long-term divergences in genome size39.

Deletion–insertion spectra
The spectrum (distribution) of size and frequency of
small spontaneous nucleotide insertions and deletions
(indels) is one of the important parameters in the long-
term evolution of genome size. If spontaneous
insertions are more frequent and longer on average
than deletions, this would generate a persistent global
pressure towards genome-size growth. The reverse
would be true if deletions are more frequent and were
longer on average than insertions. If the spectrum
varies among lineages, this would provide a force for
diversification of genome sizes.

The first time that the indel spectrum was
investigated as a parameter in genome-size evolution
was in the study of mammalian pseudogenes40. There,
spontaneous deletions outnumbered insertions and
were longer on average. Intriguingly, the DNA loss
was estimated to be faster in rodents than in humans,
corresponding to the smaller rodent genomes.
However, the overall rate of spontaneous DNA loss in
mammals turned out to be so low as to appear a minor
parameter in genome-size evolution40–42.

Use of nonfunctional sequences, such as bona fide
pseudogenes, is essential in the study of all
spontaneous mutations, including indels. The reason is
that occurrence of mutations in nonfunctional
sequences is affected only by how frequently they are
formed and not by natural selection for the information
content, whereas varied selective effects of different
kinds of mutation in functional sequences confounds
meaningful inference. Unfortunately, pseudogenes are
very rare in most model organisms (e.g. in Drosophila)
and are not available in less well characterized
genomes, preventing us from studying indel spectra
(and other kinds of mutation) in diverse organisms.

Even though many eukaryotes do not have a large
number of bona fide pseudogenes, practically all carry
identifiable non-functional DNA. In particular, non-
LTR retrotransposable elements are ubiquitous in
eukaryotes (with the exception of yeast) and
commonly generate non-functional, transpositionally
defunct copies. We recently showed that it is possible
to use maximum parsimony analysis to separate
mutations that occur in active, master lineages (that
are subject to selection) from those that occur in the

inactive, pseudogene-like copies (that are neutral) 37,43.
The set of mutations in inactive copies can then be
used to estimate mutational patterns.

The initial application of this method confirmed
that spontaneous deletions are more frequent than
insertions, but also revealed a striking difference in the
indel spectra between Drosophila and mammals, with
60-fold faster DNA loss in Drosophila corresponding to
its much more compact genome37,44. The rate of DNA
loss in Drosophila is also quite substantial in absolute
terms, resulting in the loss of 50% of pseudogene DNA
in approximately 14 Myr. To test further whether indel
spectra affect genome size, we used the non-LTR
approach in another group of insects, Hawaiian
crickets of the genus Laupala, which have genomes
that are 11 times larger on average than those of
Drosophila species. Our study revealed a 40-fold lower
rate of DNA loss in these crickets than in Drosophila,
in agreement with the genome-size difference45.

The use of pseudogenes avoids the problem of natural
selection for information content of a sequence, but not
the problem of selection acting on the bulk of DNA. Thus
the difference in observed indel spectra could be due
either to the differences in mutational mechanisms or,
just as in the case of TE accumulation, to differences in
natural selection for genome size46. However, there is
strong evidence that natural selection for genome size,
acting directly on individual indels, cannot explain the
observed differences in indel patterns43,45,47. Deletions of
different sizes do not appear to have different
probabilities of persistence in the population as would be
predicted if natural selection acted on them on the basis
of their effect on genome size. Strong selection on small
deletions and insertions would be expected to act even
more strongly on much larger insertions of TEs in the
same studies, which was not observed. In addition the
deletion profiles change extremely abruptly (e.g. 3- to 
5-bp deletions are found in equal frequencies in
Drosophilaand mammals, whereas deletions of 6- to 
8-bp are 25-fold more frequent in Drosophila) – much
more abruptly than predicted by selective scenarios.

Because non-LTR elements are ubiquitous in
eukaryotes and can be cloned easily 45,48, the non-
LTR-element-based method can be used to study
mutational patterns in a comprehensive range of
organisms. However, one should not ignore
alternative sources of unconstrained DNA. Indeed,
recent studies of indel frequency and size spectra in
Caenorhabditis elegans using a large pseudogene
family49 and in brown mountain grasshoppers using
nuclear insertions of mitochondrial DNA50 show that
it can be done. These studies add further evidence
that differences in indel spectra could indeed underlie
some changes in genome size. Clearly, it is not
important exactly which unconstrained sequences
are used to assay indel spectra. What is essential is to
study indel patterns in a phylogenetically broad array
of organisms to answer the question of how much of
the variation in eukaryotic genome sizes is
attributable to the variation in indel spectra.
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Conclusion

The question of the C-value paradox has puzzled us
for almost half a century. For much of this time the
debate has centered on whether the vast amounts of
noncoding DNA have any functional, adaptive role.
This question needs to be settled if we are to
understand fully the evolution of genome size.
However, I believe the primary focus on this one
question distracts us from other essential questions.
How important is genetic drift in genome-size
evolution? Do mutational rates of DNA addition and
loss vary between different organisms independently
of natural selection for small or large genome size? If
yes, do mutational rates of DNA addition and loss
correlate with genome size?

These questions are much more mechanistic and
address the process of genome-size evolution rather
than the functional significance of genome size. One
possible reason for their exclusion from debate is that
experimental approaches that can be used to address
them were lacking until now. However, recent studies
on the long-term rates of TE mobilization and on the
rates of small deletions and insertions discussed in this
review are just two examples of these new experimental
approaches. I believe that we are getting closer to being
able to study all possible evolutionary scenarios
directly. Such studies are bound to disclose much
information on the process of genome-size evolution and
might even clarify the question of the possible adaptive
significance of ‘extra’ DNA in eukaryotic genomes.
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